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WHY ARE WE NOT LEARNING

ENOUGH FROM ACCIDENTS?
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Common Problems in Accident Analysis

ÅRoot cause seduction and oversimplification of causes

Å Hindsight bias

ÅFocus on blame

ÅNarrow view of human error

Å Inadequate model of accident causality
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Root Cause Seduction

ÅAssuming there is a root cause gives us an illusion of control.

ïUsually focus on operator error or technical failures

ïIgnore systemic and management factors

ïLeads to a sophisticated ñwhack a moleò game

ÅFix symptoms but not process that led to those symptoms

ÅIn continual firefighting mode

ÅHaving the same accident over and over
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Oversimplification of Causes

ÅAlmost always there is:

ïOperator ñerrorò

ïFlawed management decision making

ïFlaws in the physical design of equipment

ïSafety culture problems

ïRegulatory deficiencies

Basically flaws throughout the safety control structure
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Jerome Lederer (1968)

ñSystems safety covers the total spectrum of risk management. 

It goes beyond the hardware and associated procedures of

systems safety engineering. It involves:

Å Attitudes and motivation of designers and production people,

Å Employee/management rapport,

Å The relation of industrial associations among 

themselves and with government, 

Å Human factors in supervision and quality control

ÅThe interest and attitudes of top management,

Mr. Aviation Safety
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ÅThe effects of the legal system on 

accident investigations and exchange of 

information,

Å The certification of critical workers,

ÅPolitical considerations

ÅResources

ÅPublic sentiment

And many other non-technical but vital influences on the 

attainment of an acceptable level of risk control. These non-

technical aspects of system safety cannot be ignored.ò
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(Sidney Dekker, Richard Cook)

Hindsight Bias

ñshould have, could have, would haveò

ñFailure of flight crew to discontinue the approach into Cali, despite numerous 

cues alerting them of the inadvisability of continuing the approachò

ñThe Board Operator should have noticed the rising fluid levels in the tankò
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Hindsight Bias

ÅAfter an incident

ïEasy to see where people went wrong, what they should have 

done or avoided

ïEasy to judge about missing a piece of information that turned 

out to be critical

ïEasy to see what people should have seen or avoided

ÅAlmost impossible to go back and understand how world 

looked to somebody not having knowledge of outcome

ÅTo learn, need to identify 

ïNot what people did ñwrongò 

ïBut why it made sense for people to do what they did
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Do Operators Really Cause 

Most Accidents?
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Operator Error: Traditional View

ÅAssumption: Operator error is cause of 

most incidents and accidents

Å So do something about operator involved (fire, retrain, 

admonish) 

ÅOr do something about operators in general

ïMarginalize them by putting in more automation

ïRigidify their work by creating more rules and procedures
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Fumbling for his recline button Ted 

unwittingly instigates a disaster 13



Operator Error: Systems View (1)

ÅHuman error is a symptom, not a cause

Å All behavior affected by context (system) in which occurs

ÅRole of operators in our systems is changing

ïSupervising rather than directly controlling

ïSystems are stretching limits of comprehensibility

ïDesigning systems in which operator error inevitable and then 

blame accidents on operators rather than designers
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Operator Error: Systems View (2)

ÅTo do something about error, must look at system in which 

people work:

ïDesign of equipment

ïUsefulness of procedures

ïExistence of goal conflicts and production pressures

ïEtc.

ÅHuman error is a symptom of a system that needs to 

be redesigned
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Failure of the flight crew to revert to basic radio navigation at 
the time when the FMS-assisted navigation became confusing 
and demanded an excessive workload in a critical phase of 
flight.



Blame is the Enemy of Safety

Å Goal of the courts is to establish blame

ï People stop reporting errors

ï Information is hidden

ï Learning is inhibited

Å Goal of engineering is to understand why accidents occur in 

order to prevent them                  
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NTSB determined probable cause of this accident was:

1.  The flight crewôs failure to use engine anti-icing during ground 

operations and takeoff

2.  Their decision to take off with snow/ice on the airfoil surfaces of 

the aircraft, and

3.  The captainôs failure to reject the takeoff during the early stage when 

his attention was called to anomalous engine instrument readings.

Contributing Factors:
1.  The prolonged ground delay between de-icing and receipt of ATC 

clearance during which the airplane was exposed to continual 

precipitation.

2.  The known inherent pitch-up characteristics of the B-737 aircraft 

when the leading edge is contaminated with even small amounts 

of snow or ice, and

3.  The limited experience of the flight crew in jet transport winter 

operations.

WHO

WHY

[Example from Gerry Bruggink and C.O. Miller] 



Conclusions

ÅWhat was the cause of this accident?

ÅNote the use of the word ñfailureò

ïA pejorative word: a judgment

ïAssigning blame

The captainôs failure to reject the takeoff during the early stage when 

his attention was called to anomalous engine instrument readings.
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Conclusions

ÅWhat was the cause of this accident?

ÅNote the use of the word ñfailureò

ïA pejorative word: a judgment

ïAssigning blame

The captainôs failure to reject the takeoff during the early stage when 

his attention was called to anomalous engine instrument readings.

vs.

The captain did not reject the takeoff during the early stage when 

his attention was called to anomalous engine instrument readings.

ÅAccusatory approach to accident analysis (ñwhoò)
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Based on the available evidence, the Accident Board concludes 

that a thrust deficiency in both engines, in combination with 

contaminated wings, critically reduced the aircraftôs takeoff 

performance, resulting in a collision with obstacles in the flight 

path shortly after liftoff.

WHAT

[Example from Gerry Bruggink and C.O. Miller] 
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Reason for the thrust deficiency: 

1. Engine anti-icing was not used during takeoff and was not required to 

be used based on the criteria for ñwet snowò in the aircraftôs operations 

manual.

2. The engine inlet probes became clogged with ice, resulting in false-high 

thrust readings.

3. One crew member became aware of anomalies in cockpit indications 

but did not associate these with engine inlet probe icing.

4. Despite previous incidents involving false thrust readings during winter 

operations, the regulator and the industry had not effectively addressed 

the consequences of blocked engine inlet probes.

Reason for the wing contamination: é

1. Deicing/anti-icing procedures.

2. The crewôs use of techniques that were contrary to flight manual 

guidance and aggravated the contamination of the wings.

3. ATC procedures that resulted in a 49-minute delay between departure 

from the gate and takeoff clearance.

WHY



Conclusions

ÅDid you get a different view of the cause of this accident?

ÅDo you now think it was just flight crew ñfailuresò? Are there 

other factors?

Å Do you think the recommendations will be different?

22

Accusatory: 

Who

Why

Explanatory: 

What

Why



Use of Inappropriate Accident Models

Å Identifies how we learn from and try to prevent accidents

ÅLinear ñchain of failure eventsò is used today

23

E1 E2 E5E3 E4

Each event is the direct 

result of the preceding event

Domino

Model

Heinrich, 1932



Reason Swiss Cheese = Domino Model
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Events are Not Enough

25

Event Questions Raised

An automatic protection system was 

triggered that was designed to 

prevent liquid from entering the 

exhaust gas system (flare). 

But preventing the liquids from 

entering the flare also prevented the 

gases in the system from being 

discharged, increasing pressure in 

the reactor. 

???

Need to look at why events occurred



Events are Not Enough
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Event Questions Raised

An automatic protection system was 

triggered that was designed to 

prevent liquid from entering the 

exhaust gas system (flare). 

But preventing the liquids from 

entering the flare also prevented the 

gases in the system from being 

discharged, increasing pressure in 

the reactor. 

Did the operators notice this? Was it 

detectable? 

Why did they not respond? 

This seems like a predictable design 

flaw. Was the unsafe interaction 

between the two requirements 

(preventing liquid from entering the flare 

and the need to discharge gases to the 

flare) identified in the design or hazard 

analysis efforts? 

If so, why was it not handled in the 

design or in operational procedures? 

If it was not identified, why not? 

Need to look at why events occurred



Another Example

Event Questions Raised

Continued warming up of the reactors 

caused more chemical reactions to 

occur between the ethylbenzene and 

the catalyst pellets, causing more gas 

formation and increasing pressure in 

the reactor. 

???
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Another Example

Event Questions Raised

Continued warming up of the reactors 

caused more chemical reactions to 

occur between the ethylbenzene and 

the catalyst pellets, causing more gas 

formation and increasing pressure in 

the reactor. 

Why wasnôt the increasing pressure 

detected and handled? 

If there were alerts, why did they not 

result in effective action to handle the 

increasing pressure? 

If there were automatic 

overpressurization control devices 

(e.g., relief valves), why were they not 

effective? 

If there were not automatic devices, 

then why not? Was it infeasible to 

provide them? 
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Accident Causality

Using STAMP
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Scaffolding Accident 

Å Assembling a large, complex product

Å Part was not available when needed so 

decision made to add it later

Å When part arrived, had to disassemble a large piece of product to 

insert missing part

Å Scaffolding constructed during previous shift

Å When went to remove large piece, the scaffolding kept it from being 

removed.

Å Took floorboards out of scaffolding 

Å Removed piece and four workers were holding the piece while they 

moved it to the end of the scaffolding to take it down to the shop 

floor

Å All four turned and one fell through hole in scaffolding
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