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Original Company Plan

- Goal: Demonstrate self-driving car on public roads
 Use Baidu’s Apollo software for self-driving functions

- Company is convinced that a systems approach to safety is
required

- Decision: Use state-of-the-art STPA to demonstrate due
diligence
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* UCA: Pilot does not provide ESTOP
when autonomy is providing

Pilot <> Copilot excessive throttle
| I, Y IS N IRNY. SRR * PM: Pilot believes autonomy was
disabled due to manual braking cmds...

« Generated Requirement

Apollo HMI
* Dataspeed must override all Apollo
@ l T cmds when driver applies brake
« Existing Design/Requirements can
. ffpo”osz'ot cause this!
ortware system * <22% braking will not override
* Braking override independent from
v Vv ) ) steering override
Dataspeed Sensors * Will ignore driver braking overrides if
J i) A A Apollo sends IGNORE/CLEAR
Lincoln MKZ
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Results: Requirements

Generated Possible Requirements

Dataspeed must override Apollo (all
channels) when driver applies brake

Apollo must not override driver (must
not provide throttle, IGNORE/CLEAR,
etc.

Pilot/Copilot must be notified when
manual commands do not result in
automation override

Pilot/Copilot test track training must
include cases in which manual
commands do not result in automation
override (e.g. <22%)

Post-drive review must identify any
cases in which manual commands do
not result in automation override

Public road testing approval must stop if
operation encounters manual
commands that do not result in
automation override (assumption
violated)

© Copyright 2019 John Thomas
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include cases in which manual
commands do not result in automation
override (e.g. <22%)
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» Public road testing approval must stop if
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operation encounters manual
commands that do not result in
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UCA: Pilot provides manual steering too
---------------------------------------------------- late after autonomous mode exits
Pilot <> Copilot . * Pilot believes vehicle is in autonomous
" | mode
l T * Vehicle exits autonomous mode
unexpectedly (e.g. fault occurs, ESTOP
Apollo HMI applied) | . |
 ESTOP applied by copilot during
a l T turn
> o .
; Apollo 2.0 ?
® Soft Syst
U%- ortware system Generatec Enfo rCEd ® [s
) 5 5 ESTOP must not cause sudden steering
LA/ angle changes
Dataspeed Sensors - Pilot/copilot must have advance
i) A A indication before autonomous mode
ends
Lincoln MKZ
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Pilot <> Copilot ;
l T Answer: ESTOP activation results in
immediate “return to position”
Apollo HMI torque.
o l T - Can’t change.
= o
; Apollo 2.0 ?
® Soft Syst
U%- ortware system Generatec Enfo rCEd ® [s
) 5 5 ESTOP must not cause sudden steering
LA/ angle changes
Dataspeed Sensors - Pilot/copilot must have advance
i) A A indication before autonomous mode
ends
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UCA: Pilot provides manual steering too
---------------------------------------------------- late after autonomous mode exits
Pilot <> Copilot . * Pilot believes vehicle is in autonomous
" | mode
l T * Vehicle exits autonomous mode
unexpectedly (e.g. fault occurs, ESTOP
Apollo HMI applied) | _ |
 ESTOP applied by copilot during
a l T turn
> o .
; Apollo 2.0
o Software System . . . .
=y W Y Existing Design/Requirements will cause
. this!
b v T T - ESTOP o!lesi%ned to in’s’tantly remove
Dataspeed Sensors power: “pull the plug
1 7 A - Results in immediate “return to
position” steering wheel torque.
Lincoln MKZ

- Not configurable, can’t change.
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Pilot <> Copilot

i e 8

Apollo HMI
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New question: Does existing system
enforce this?

Answer: ESTOP activation results in
immediate “return to position”
behavior.

- Can’t change

Resulting potential requirements

- ESTOP must not cause sudden steering
angle changes

- Pilot/copilot must have advance
indication before autonomous mode ends

- Copilot must confirm Pilot hands on wheel
betore providing ESTOP.

- Test track training must include copilot
activation of ESTOP

- Test track training must include ESTOP
activation during turns

© Copyright 2019 John Thomas
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New question: Does existing system
enforce this?

Answer: ESTOP activation results in
immediate “return to position”
behavior.

- Can’t change

Resulting potential requirements

- ESTOP must not cause sudden steering
angle changes

- Pilot/copilot must have advance
indication before autonomous mode ends

- Copilot must confirm Pilot hands on
wheel before providing ESTOP.

- Test track training must include copilot
activation of ESTOP

- Test track training must include ESTOP
activation during turns
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UCA: Apollo provides throttle cmd
oo when forward collision is imminent

Pilot ~ |«>  Copilot .+ PM: Apollo incorrectly believes
T 1 T 1T & forward collision is not imminent
l T * Feedback: LIDAR, Camera, Braking
status, AEB (automatic emergency
l T ® Feedback inadequate, missing, etc.
Apollo 2.0 Generated potential requirements

Software System - Apollo must not provide throttle

cmd when manual braking is
Y4 @ £ A applied

Dataspeed Sensors - Apollo must not provide throttle
VI 7 cmd when AEB engages
A 4

Lincoln MKZ Enforced?
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Software scenarios

Pilot <> Copilot
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New question: Does Apollo
respond to AEB feedback?

Answer: Apollo ignores AEB
status. Operates independent of
AEB.

Generated potential requirements

- Apollo must not provide throttle
cmd when braking is applied

Apollo must not provide throttle
cmd when AEB engages

' How?

© Copyright 2019 John Thomas
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UCA: Apollo provides throttle cmd
eeeeeeiieeeeceeeeeee.... When forward collision is imminent
: . * PM: Apollo incorrectly believes
Pilot <> Copilot | forward collision is not imminent
& t ______ T * Feedback: LIDAR, Camera, Braking

status, AEB (Automatic Emergency
Braking)

Apollo HMI

l T EX|st|n%1De5|gn/Requ|rements will
cause this!
- Apollo designed to ignore AEB and
operate independently
- Apollo relies on AEB as an independent
backup
) ) - Apollo throttle commands are designed
to spoof driver commands
Dataspeed Sensors - AEB is designed to never override driver
commands
v v T T - Apollo is disabling AEB any time it sends
Lincoln MKZ a positive throttle command! (>50% of
driving)

Safety features inadvertently defeated by design choices!

© Copyright 2019 John Thomas
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i f';ttlhg;“ Software Monitor/Guardian

Pilot <> Copilot * What needs to be monitored?
S Al ...... T * Should it ever intervene? If so, when?
Apollo HMI * Software team initially proposed 4
" l T requirements
3 1. Each Apollo SW module is running
© 2. Asingle instance of each Apollo SW
Apollo 2.0 module is running
Software System 3. Each Apollo SW module is sending
messages at the correct rate
4. Each Apollo SW module self-reports
A 1 1 no internal faults
Monitor /
Guardian * |s this everything? How do you know?
! v 1  Decision: use STPA to check
Dataspeed Sensors
. v 1 1
Lincoln MKZ
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Shall detect and warn copilot when:
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Apollo provides throttle
commands while AEB is active

Apollo provides throttle
commands while driver applies
brake

(o Apollo provides throttle A
commands while parking brake

. engaged )

[+ Apollo provides IGNORE/CLEAR |
cmd at any time

J

Generated Requirements

Shall block Apollo commands and report
to copilot when:

Apollo steering command specifies
excessive steering rate (>TBD) that can
destabilize vehicle

Apollo positive throttle command when
vehicle speed exceeds maximum
velocity limit for planned test (>TBD)

Apollo throttle command when not in
autonomous mode

Vehicle is in R when Apollo enters
autonomous mode

Vehicle door is open when Apollo
enters autonomous mode

Company engineering decision:
Do not implement at this time

© Copyright 2019 John Thomas
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Technology

* 84 requirements identified

* Initially allocated to:
» Safety Actuator Monitor (SAM)

» Additional SW-based monitor tracking ROS (Robot

Operating System) topics

 Team agreed to 20 SW requirements for Safety MCU
* Highly dependent on a tight development schedule
* Warning light used to inform Pilot/Co-pilot

i (Select All)

i Shall detect when any of the fault bits in Brake Report (0x61) are set: bit 51: WDCBRK bit 59: FLTWDC bit 60: FLT1  bit 61: FLT2 bit 62: FLTPWR bit 63: TMOUT

¥ Shall detect when any of the fault bits in Steering Report (0x65) are set:  bit 53: FITWDC bit 60: FLT1  bit 61: FLT2  bit 62: FLTCAL  bit 63: TMOUT

¥] Shall detect when any of the fault bits in Throttle Report (0x63) are set: bit 59: FLTWDC  bit 60: FLT1  bit 61: FLT2  bit 62: FLTPWR  bit 63: TMOUT

¥l Shall detect when Brake Command (0x60) IGNORE bit (#26) is == 1 OR CLEAR bit (#25)is == 1Fault detection = (Brake.IGNORE == 1} || (Brake.CLEAR == 1)No history of previous BRAKE CMDs
] Shall detect when Brake Command is enabled when autonomous driving is not active. Fault detection = (BrakeCMD.EN == 1) && ( (Thot erride == 1) || ort.override == 1) ||
] Shall detect when Shifting Command (0x66) is from “R" to "D” when vehicle is in motion.Fault detection = (Shifting_CMD.GCMD == 4 && Shifting_Rprt.STATE == 2&& (Wheel_Speed.FL != 0 || WI
] Shall detect when Shifting Command (0x6) to “P” when vehicle is in motion and autonomous driving is active.Fault detection = ((Shifting_CMD.GCMD == 1) && (is_auto_mode == 1)(|Wheel_Sp
] Shall detect when Shifting Command has any Gear Command when autonomous driving is not active Fault detection = (ShiftingCMD.GCMD: != 0) && ( (ThottleReport.override == 1} || (BrakeRe
[¥] Shall detect when Shifting Command to any range other than P (1), D (4) or None (0).Fault detection = (Shifting.GCMD != 0}|(Shifting.GCMD != 1)|| (Shifting.GCMD != 4)ShiftCMD.GCMD: 0x66, bi
¥ Shall detect when Steering Command (0x64) IGNORE bit (#18) is == 1 OR CLEAR bit (#17) is == 1Fault detection = (Steering.IGNORE == 1} || (Steering.CLEAR == 1)

¥ Shall detect when Steering Command is enabled when autonomous driving is not active Fault detection = (SteeringCMD.EN == 1) && ( (ThottleReport.override == 1} || (BrakeReport.override =+
¥ Shall detect when the driver override audible warning for Steering is disabledFault detection = (Steering.QUIET != 0)Steering Cmd: 0x64; QUIET: bits 20;

! Shall detect when Throttle Command (0x62) has throttle > 0 OR enabled when driver or passenger seat belts are unbuckledFault detection = ((Throttle.PCMD
¥ Shall detect when Throttle Command (0x62) has throttle > 0 OR enabled when passenger is not detectedFault detection = ((Throttle.,PCMD != 0} || (Throttle,EN 1)) && (Misc.PDECT
I Shall detect when Throttle Command (0x62) has throttle > max acceleration limitFault detection = (Throttle.PCMD > Max) Throttle Cmd: 0x62; PCMD: bits 0-15; Max = a value set between 0 & 100°
/| Shall detect when Throttle Command (0x62) IGNORE bit (#26) is == 1 OR CLEAR bit (#25)is == 1Fault detection = (Throttle.IGNORE == 1) || (Throttle.CLEAR == 1)

) Shall detect when Throttle Command is enabled (EN == 1) when parking brake is active (PBRAKE != off).Fault detection = (ThrottleCMD.EN == 1) &8& (Brake_Info,PBRAKE != 0jThrottleCMD.EN: Ox
! Shall detect when Throttle Command is enabled when a door, hood, or trunk is in open state.Fault detection = (ThrottleCMD.EN: == 1)) &&((Misc. DOORD == 1} || (Misc.DOORP == 1) || (Misc.D
¥ Shall detect when Throttle Command is enabled when a driver override has occured.Fault detection = (ThrottleCMD.EN == 1) && ( override == 1) || .override )|
] Shall detect when Throttle Command is enabled when passenger airbag is disabled AND in autonomy mode.Fault detection = (Throttle.EN == 1) && (is_auto_mode == 1) && (Misc.PABA!
¥ Timeout on actutation reports (CAN connection to DS goes down).

0) || (Throttle.EN == 1))

Select Allj

rake Command [0xE0) shall detect when both CLEAR and IGMORE bits are == 1.

Aonitor shall detect when any fault in Brake Report and illuminate warning light for Pilot to exit computer control:Brake Report (0x61)  a.’
Aonitor shall detect when any fault in Steering Report and illuminate warning light for Pilot to exit computer control:Steering Report (0x65)
donitor shall detect when any fault in Throttle Report and illuminate warning light for Pilot to exit computer control:Throttle Report (0x63)
teering Command (0x65) shall shall detect when both CLEAR and IGNORE bits are == 1.

hrottle Command (0x63) shall shall detect when both CLEAR and IGNORE bits are == 1,

[Select All)

brake command

gear shift

shift command

steering rate command
steering target command
throttle command
[Elanks)

© Copyright 2019 John Thomas
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Examples of Disengagements

Technology E ! g g

i January 2017
' Total Autonomous Miles 26
Qualifying Disengagements

3

Disengagément Information

Date

Causal Factors

01/11/2017 Localization error caused drift
01/13/2017 Perception discrepancy for an object caused braking with traffic behind
01/27/2017 Planning discrepancy caused steering maneuver
- | February 2017 T
Total Autonomous Miles 51
Qualifying Disengagements 2 .
Disengagement Information | - .
Date Causal Factors
02/12/2017 System Fault B
02/22/2017 Planning discrepancy caused|brake jabs |
| March2017
Total Autonomous Miles | 132,63
Qualifying Disengagements |7 o
Disengagement Informatior
Date Causal Factors
03/03/2017 Misclassification of traffic light detection
03/13/2017 raking upon engaging system
03/14/2017 Perception discrepancy caused no yield for cross traffic
03/14/2017 Planning discrepancy caused delayed braking for car that cut in and
slowed quickly
03/15/2017 Perception discrepancy caused délayed yield at intersection
03/15/2017 Perception discrepancy caused proceeding during right on red with
cross traffic 1
03/30/2017 Perception discrepancy for a pedestrian In crosswalk caused braking '
with traffic behind

© Copyright 2019 John Thomas
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i mwies Example data pipeline

Technology

autonomous vehicle

sensory subsystem supervisory subsystem monitoring subsystem

obstacle [ path mission X

. —>) > runtime
detection LEC planner planner > e
verification

monitors
other LECs control subsystem »an«

/ dynamic

: low-level active LEC

sensor fusion assurance
controller controller )

I monitor

non-LE components

P 2

sensors K plant K actuators

Integrated Static and Dynamic Approaches to High-Assurance for Learning-Enabled Cyber-Physical Systems
https://rtg.cis.upenn.edu/assured-autonomy/
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Technology

Localization

Automated Parking Valet with ROS 2 in Simulink
https://ww2.mathworks.cn/help/ros/ug/automated-valet-using-ros2-simulink.html



Control Structure Refinement
Level 2 Level 3
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Software System | |Traectory . . HD L]
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y - I Scenery | Scenery I
4 I ¥ ‘ v 1
. . . . |
Monitor / : Control| | Perception Localization ||
Guardian I T 1 ) I
l 1 IActuation Telephoto cam | GPS I
v I (throttle, Vehicle Wide-angle cam | Inertial reference :
I brake Lidar images Camera images
| | status .
Dataspeed Sensors I steer, Radar images Lidar images :
! [ 'y 1 | shift) Etc. Radar images :
I U
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Technology using Basic Scenarios

1) Inadequate Controller Behavior

- Feedback indicates ... 2) Inadpqu_ate feedback/information
- Apollo does not ... - Vehicle s ...
- Controller receives inadequate feedback
JEPPLTCCCT LR OOV, T TEETCE O e e . indicating
UCA-1: Apollo does not continue T N
providing brake control when : : Other \
vehicle stationary, vehicle path not Apollo € ontrollers !
clear 1 : 1
Control Process : :
Algorithm Model € :
' A ’:: l
T T T
[ i f :
[ ! I
[ ! I
[ ': I
[ ' | Dataspeed I
3) Inadequate Control Execution ! Dataspeed :. & 1
- Apollo provides ... : P ! Autonomy 1
- <> not applied I 1! sensors :
[ 1! I
[ 1! I
1 1 ! 1
1 Vol jul e RN !
v | \ ’
Yo b === -7
—_> —
4) Inadequate process behavior ! Lincoln MKZ :
- <> applied : |
- Vehicleis ... I 1
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UCA-1: Apollo does not continue

Basic Scenarios

1) Inadequate Controller Behavior

- Feedback indicates vehicle path not clear

- Apollo does not continue providing brake

2) Inadequate feedback/information

- Vehicle path is not clear

- Controller receives inadequate feedback
indicating vehicle path is clear

: \
providing brake control when : Other \
vehicle stationary, vehicle path not Apollo € ontrollers !
clear : '

Control Process : :
Algorithm Model € :
' A ’:. 1
T T T aes?
[ i f :
[ ! I
[ ! I
[ ': I
[ ' | Dataspeed I
3) Inadequate Control Execution ! Dataspeed :. & 1
- Apollo provides brake cmd : P ! Autonomy 1
- Brakes not applied I 1! sensors :
[ ! I
[ ! I
1 1 ! 1
1 - == --- R RN !
v | \ ’
Yo b === -7
ﬁ |ﬁ
4) Inadequate process behavior Lincoln MKZ

- Brakes applied
- Vehicle does not stop in time
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Basic Scenario Generation

Control Action

Not providing Providing causes Too early, too late, | Stopped Too Soon
causes hazard hazard Order / Applied too long
UCA-1 UCA-2 UCA-3 UCA-4

Basic Scenario Table:

U

1) controller doesn't provide
<cmd>

2) controller received feedback
(or other inputs) that
indicated <context>

1) feedback received by
controller does not indicate
<context>

2) <context> is reflected in
information from controlled
process

1) controller does provide
<cmd>

2) <cmd> is not received by
controlled process

1) <cmd> is received by
controlled process

2) controlled process does not
respond by <...>

(Thomas, 2016), (Thomas, 2017)

U

1) controller provides <cmd>

2) controller received feedback
(or other inputs) that
indicated <context>

1) feedback received by
controller does not indicate
<context>

2) <context> is reflected in
information from controlled
process

1) controller does not provide
<cmd>

2) <cmd> is received by
controlled process

1) <cmd> is not received by
controlled process

2) controlled process does not
respond by <...>

Yy

1) controller provides <cmd>
too late/early/out of order
2) controller received feedback
(or other inputs) that
indicated <context> on time /
in order

1) feedback received by
controller does not indicate
<context> on time / in order

2) <context> is reflected in
information from controlled
process on time / in order

1) controller provides <cmd> on
time / in order

2) <cmd> is received by
controlled process too
late/early/out of order

1) <cmd> is received by
controlled process on time /
in order

2) controlled process does not
respond by <...>

o

1) controller stops providing
<cmd> too soon

2) controller received feedback
(or other inputs) that indicated
<context> on time

1) feedback received by
controller does not indicate
<context>

2) <context> is reflected in
information from controlled
process

1) controller provides <cmd> with
appropriate duration

2) <cmd> is received by
controlled process with in
appropriate duration

1) <cmd> is received by
controlled process with
appropriate duration

2) controlled process does not
respond by <...>
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Results: Basic Scenarios

Technology
1) Inadequate Controller Behavior
- Planning provides emergency stop cmd
Veteon Modioor f - Feedback correctly indicates no imminent Moo o
== p— . collision, traffic close behind o e
UCA-1: Planning provides e o ’
IR wiy poants
emergency stop cmd when HD Map séicton Uu!ﬂkn]lmlllg:m:xnulul[ 7
no imminent collision, traffic Routing y
close behind /
Maduie on Module on
\ San .:Jk.uu't:ucthl:uﬂ ;:;ﬁ:lmmm mode l
{u.’m}mum:h e Ended aulsnomos mode
$ | Planning V Vehick pameds 2) Inadequate Feedback / Other Info
\ - - Feedback indicates imminent collision
| — 0 - Collision is not imminent
e | = - ’
mdl‘ implemented ,
| Control i 1’
Brake Viehele:
Theottle postion
Siopr trasc ke objects: o
Shilt posfon onentabion
Parking brake " ) velsity
ey Moo e
Turn signal
Perception
I||mj radar pheenvainng images poni cloud }"L"nclc:‘
Madule on o Maodule on
Modie oll Module off
3 (o | ¥
Canbus module ]l“““"" [ Localization
= wid -
Vehicle faull staius .
o S e 3) Inade.quate Cpntrol Execution
B €= = ======== Planning provides emergency stop cmd
Long focal e srf - Brakes not applied
Dataspeed ‘ length Camera Radar length p p
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Scenario Refinement

1)

- Planning provides emergency stop cmd

Inadequate Controller Behavior

Veteon Modioor f - Feedback correctly indicates no imminent RN o
== p— . collision, traffic close behind o e
UCA-1: Planning provides roeesgs '
[Roue wiy ponts
HD Map selection|  delaied routing indoimabon .
o mmminent coligon, raf o ’ Gould ocaur i
close behind ' Routing ’ - Trajectory data is not within time-stamp tolerance
sy /] - Control command could not be computed
N Wodion|  [edecn ! - Localization data has not been observed
?-Im: uu.m..-.m.::m mmm Rouing reguest Mcut-mﬂl
\ = V | Viehicle planmed iragsc tory [ "
\ | Planning « U e | Prediction ‘
\ tice:
Possion
weticle plann 1oy Ss: “m;;nl
Mesiule an II.‘:‘:I\?:
Mo off |m|'\lnr;rrbrd
Control e s
Brake Mehile:
Theottie postion
Sleer tracked objects: mation
Shit poston onenkabon
Parking brake ety
Headights Maocdule on orientabon
Horn Mochde off type
Turn signal
Perception
images radar cheenvalnng mages pont cloud Vehicle:
Modue on . | Madule on
Modue off Module off
1 J Ger B 1
Canbus module = Localization
Thetle et gnes st
Stwr Vehicle fault status [ss error
Paking r:_m‘_ Stesering state onss orcntation
Headights Bagae .
Hom Watcheiog taut fiag) Entemal Sensors
Turn signaky
Long focal Short focal
DataSpeed |e"gmgcamm Radar length Camera Lidar ‘ ‘ GPSIGNSS
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Technology

1) Inadequate Controller Behavior
- Planning does not provide stop cmd

o on ) - . . . i on odules oa
bk o Yoot - Feedback correctly indicates upcoming red light Mosie o Moo
UCA-2: Planning does not e o
. . IR wiy poants
prowde stop cmd (trajectory HD Map séicton du!ﬂkdlmulguﬂ;unulul[ 7
to stop vehicle) when Routing y
upcommitrafflc light is red s o /
Modue on Moduie on
M $ | Planning V' ’ﬂ 2) Inadequate Feedback / Other Info
\ [ - - Feedback indicates no upcoming red light
— o T - Upcoming traffic light is red
KNIII:{‘ on IIT:I.E:E - 'A
. ol ’ Could occur if:
Control - L/ - Traffic-light not in map file
ke - Apollo not manually reset after map loads
. - Apollo defaults to previous detected traffic
s Mot of light state
urn signad
Perception |
I||mz:i radar pheenvainng images poni cloud \"I.“N:k.‘:‘
Modue on . | Madule on
Modue off Module off
Y 4 Geat 1 1
Canbus module Tl“”“"" Localization
Thae e qnoe possn
Stwr Vehicle fault status [ss error
Pty e oo g i
tf;:ﬁ:‘::; m:‘;’r:‘;,;]b;!:,‘ fiag) Exiemal Sensors
DalaSpeed Ieh;nmgézﬁlera Edar Ierf;tincf;;ira Lidar ‘ ‘ GPSIGNSS |
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Human Machine Interface
Module on Module on : Mocude on Maodule on i Madule on
Mo olf Modue ot Modhde olf Muodie off Madul= olf
- Mode o Voo
UCA-3: Planning does not Rouewaypons Mo of
HD Map seloction|  detailed routing informabor

provide stop cmd when

collision is imminent Routing
i routing
‘ Maduie on Module on
\ Mo ol Mocdulle ol
Sl sularomous mode Staried autonomous mode
{uinumumwm [Ended aulonamous mode [Routing reques!
3 | Planning e 2) Inadequate Feedback / Other Info
N . ) - Feedback to planning indicates no obstacle
—_— — - Obstacle detected by sensors
: ] Slatus: ﬂm
Vo lrajeclony
Modde of ingemensed
supdpat Could occuir if:
Control vall st l‘ ) . .
- Bike lane intersects with road
Brake - . . . .
Thote (SW decision to filter out bicycles in bike lane)
Parking nﬁﬂtt
Hoadiprs Moo
Turn signal
Perception
h#!‘ ragar hsenvalion image poni cloud
Moduie on
Modue oll
Y ' -reur
Canbus module |"‘"°‘"
T:\Erlld;:.: i ol
Steer Vishicle fault staius)
T $H{I'I'I i |-‘J—'||Cﬁ.;‘ﬂ:| fauit fiag] Exlermal Sensors
Long focal Short focal -
DalaSPEEd length Camera Radar length Camera
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Scenario Refinement

Human Machine Interface

Module on Mosdule on ' Mocde on Module on I Module on
Madkie olt h'w Maochde ot Maodule off Madule off
Module on
. . Route wayponts Modde
UCA-4: Plannin g provi des HD Map selection] et reuting rormaer
stop cmd when ...... Routing
i routing in
‘ Maduie on Module on
Maduie off Maocule ol
‘ S.I.nl uJ.I.\'.I\LI'!\\’.I.Ilh :'\;oux gwm mide :;uc:ﬂuc:
‘ Plannin lL_ Ry Obsiacke p«.dtlr.d:l.'lltluxKI Prediction
9 &
V Vihicke:
wihic e planned Uagecion] _— MEE&E
ajeiony
Ml on can be
mw‘ implemented
| Control P ot e
e 3) Inadequate Control Execution e
Theottk: . . postion
o -1 - Plan_nlng provides stop cmd o
itk - - Vehicle does not stop, loses control
1Il'|'l5m -
»
e wrasend  Could occur if:
- Command causes loss of traction
odio o (SW decision to ignore weather) Moo
A Ger 1
Canbus module = : ——
Brake sl ¢! inerlial data
Theoltle gnss pasition
m Vehicle faul staius n“?y“:;ﬂ
s m"?m s orer
HUI'E': Beaking siaie Exlermal Sensors
Tuirm signaly e
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apolio-axample/STPANevel-1/Level Typedand2Scenarios.md - sm-step-4-option-1 - frustable / av-stpa - GitLab

n I ® [ Level Typetand2Scenarios.md 504 3
I l a y S I S Scenario Analysis for Unsafe Control Actions: Brake Control
Unsafe by Mot Providing
a — O ‘ UCA-6.1: Apollo does not provide the brake control action when relative velocity and distance to an obstacle
mean that a collision is imminent.

True statement from UCA context: The vehicle is approaching an obstacle with a velocity and acceleration vector that
indicate a collision

Belief
+  Apollo incomectly believes that the relative velodity is lower than in reality o that there is no need o brake
Type 2 scendario
* Controller receives incomect feedback [/ information:
o Information récened. The feadback réceived is insufficient to accurately deterrmine the relative velacity
e How this could happen given the true statement above:

The radar iensor (doppher) J lidar tentor (point clowd) & cormpromised
A data emmor on the vehicle CAN bus prevents scourate, up-to-date data being received
The process model receives stale relative speed (e.g. doppler information] and fails to correlate the changing point-position of the

object with & dangerous rélative welocity
Type 1 scenario
*  Controller receives correct heedback but interpréts it incorméctly or ignares it

o |nformation récened: Al et one erdar prédsnts an sccurate distance meddurément, but it i& overridden by the procéds madel

83 U CAS e How this could oocur given the true statement above
n A maliunetioning senser yielding an incermet value lesds 1o the tue value being everwritten, overridden, or distarted
~20 i
scenarios Befel
*  Apollo incorrectly believes that the relative distance is higher than in reality
per UCA

Type 2 Scendari
*+ Controller receives incomect feedback [/ information:
@ Information recerved: The feadback received is imsufficient to accurately determine the relative distance
& How this could occur given the true statement above:
B The rangefinding or object tracking sensars are compromised, [HOW-1]

B Roof mounted optict ste vulnersble to colldion with & variety of unexpacted bitacles, snd could therefore have their opticsl
alignment and focus eomprarmised
u  Ervironmental or load-shed debris such as leaves or plastic bags could blodk or distort the images / beams

W The relevart sensor suffers an intemal failure

Type 1 scenario

*  Controller receives correct feedback but imerprets it incorrectly or ignores it 5 O(y f
< 0O
A

hittps:{/gitlab. com/fnustabe/av-stpa/blob/ism-step-d4-option-1 /apollo-exampleSTRASevel-1/Level1 Type1and? Scenarios.md 2 2 U CAS




Level 2 S
Analysis
(new

method)

UCA-6.1: Apollo does not provide brake control when relative velocity and distance to an
obstacle mean that a collision is imminent

Type 1.1

* Agollo does not provide brake control when relative velocity and distance to an obstacle mean that a collision is imminent
* The feedback does indicate that an cbstacle is in the vehicle's path

Type 2.1:
¢ The feedback does not indicate that an obstacle & in the vehicle's path
* Anobstacle is in the vehicle's path

Feadback info:

¢ Inadequate vehicle speed

¢ Inadequate other vehicle / object velocity
*  Inadequate other vehicle / object distance
* Inadeguate object detection

UCA-6.2: Apollo does not provide brake control when in autonomous mode and vehicle speed
exceeds limits (limits for controllability, stability, upcoming manoeuvre, speed limit, traffic flow
limit, planned test limit, etc.)

Type 1.2:

* Apollo does not provide brake control when in sutonomous mode and vehicle speed exceeds limits {limits for controliability, stability, upcoming
manoeuvre, speed limit, traffic flow limit, planned test limit, ete)

* The feedback does indicate that the vehicle exceeds limits

Type 2.2:

* The feedback does not indicate that the vehicle exceeds limits
¢ The vehicle does exceed limits

Feedback info:

*  Inadeguate vehicle speed
* Inadequate speed limits

UCA-6.3: Apollo does not provide brake control when in autonomous mode, the vehicle is
stationary, and vehicle path is not clear

Type 1.3:

¢ Apollo does not provide brake control when in autonomous mode, the vehicle & stationary, snd vehicle path is not dear

* The feedback does indicate that the vehicle is in autonamous mode, the vehide is stationary and the vehicle path is not clear

Type 2.3:

¢ The feedback does not indicate that the vehicle is in autonomaous made, the vehicle is stationary and the vehicle path is not dear

¢ The vehicle is in autonomous mode, the vehicle i stationary and the vehicle path is not clear

Feadback info: NlOO /0 Of 22
*  Inadeguate autonomous mode detection U CAS
——————— (~5x reduction)




STPA: Autonomous Vehicle Software

A 4

Baidu's Apollo HMI

A

Baidu's Apollo 2.0
Software System

X1
Mongtgr /
Gua?&n

v 1

Dataspeed Sensors

A

OEM Vehicle Platform (e.g. Ford)

A
y

Env.
—

| |
| |
|
I .
: Routing I
b |
I A
| Ro.ute New route request 1
Waypoints I
I v
I : |
I Planning l
| A . A |
: Objects, Paths I
|
I .
Desired Predlctlon |
| Trajectory I
| Objects, T Objects, Locatlon Map I
: Scenery | Scenery I
| v |
. |
: Control| | Perception [- Locallzatlon |
I 1 |
|Actuation Telephoto ca I
| (throttle,| | vehicle ide-angle cam Inertlal reference :
| brake,| |iatus Lidar images Camera images I
| steer, Radar images Lidar images
shift) Etc. Radar images |
N I P A R |
v

STPA identified many vulnerabilities and unintended, designed behaviors in the product.

STPA results were used to fix the system and improve the design while product in operation.

Thomas, 2019
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i e Examples of STPA Impact

v

AN N Y N N

NS

Technology

Unanimous Go/No-Go decision path (incremental acceptance
increased over time):

o  Program management, System Integrators, Legal, Mechanical

STPA scenarios -> Closed test tracks, test routes, technical req’s
Test route criteria, proposed routes reviewed against UCAs
Clear test start/end procedure

ESTOP usage clearly defined, irrespective of who is in the rear seat
(safety > marketing)

Safety Actuator Monitor

Identified incorrect autonomy SW behavior assumptions
v/ E.g.impact between v2.0 and v3.x SW

Identified many actions not previously identified, such as throttle
commanded with EPB activated

Generated requirements: Driver training, procedures, test track,
autonomy, etc.

© Copyright 2019 John Thomas



Reflections from Codethink

* Open Source Safety
e https://gitlab.com/trustable/av-stpa

* Manage complexity
 Safety led software architecture


https://gitlab.com/trustable/av-stpa

Il mwies  STPA Impact on Program

Technology

v/ STPA provided key feedback to Program
Management to recognize risk, enable informed
Go/No-Go decision

v/ STPA provided key feedback about market gap,
triggered new products

© Copyright 2019 John Thomas



l - Massachusetts
Institute of
Technology

Impact Discussion

Program Management

Go/No-Go

Engineering Team

GO/ f
Legal NoGo>"

System
Integrators

Test Route
Planners

Post-drive
reviewers

Safety
Engineers

| 1‘ State Law,
Insurance

>
Go/No-Go f

A

v

Trainers

| v

Safety Driver(s)

v ¢

Autonomous Vehicle
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