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Overview
•  Part	I:	Cyber	Security	and	STPA	

•  Introduc?on	
• What	Aspect	of	Security	is	our	Focus?	

• Where	(level)	of	Security	are	We	Focused	on?	

• When	in	System	Engineering	Lifecycle	are	we	Focused	on?	

• Who	Among	the	Organiza?on’s	Personnel	are	we	Focused	on?	

• Why	Does	This	Aspect	of	Security	MaQer?	

•  How	Does	STPA-Sec	Work:	Simple	Example	Based	on	Chemical	Reactor	

•  Conclusion	

•  Part	II:	Cyber	Security	Prac?cum	(Immediately	Following	in	32-144)	
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Introduc6on / Mo6va6on

•  System	and	soYware	engineers	face	increased	pressure	to	stem	growing	losses	

•  	Origins	of	losses	fall	into	at	least	one	of	two	categories:		
•  Disrup?on	prevents	engineered	system	from	fulfilling	its	designed	purpose		
•  Disrup?on	does	not	necessarily	prevent	the	engineered	system	from	fulfilling	
its	primary	purpose,	but	it	produces	an	unacceptable	“by-product”		

•  ICT	problems	are	ubiquitous	and	growing,	but	cybersecurity	solu?ons	extend	
beyond	cryptography,	soYware	engineering,	etc.		

•  Security	engineering	is	the	emerging	field	to	address	these	challenges	

•  Growing	realiza?on	that	security	engineering	must	begin	before	architecture	
development…but	we	need	a	Security	Engineering	Analysis	methodology	

4	
We	Must	Ensure	That	We	Are	Solving	the	Right	Engineering	Problem		
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Security and Cyber Security Defined
Security	(US	Gov’t,	CNSSI	4009)--A	condi?on	that	results	from	the	establishment	and	
maintenance	of	protec?ve	measures	that	enable	an	enterprise	to	perform	its	mission	or	cri?cal	
func?ons	despite	risks	posed	by	threats	to	its	use	of	informa?on	systems.	Protec?ve	measures	
may	involve	a	combina?on	of	deterrence,	avoidance,	preven?on,	detec?on,	recovery,	and	
correc?on	that	should	form	part	of	the	enterprise’s	risk	management	approach.	

Cybersecurity	(US	Gov’t	&	DoD)--	Preven?on	of	damage	to,	protec?on	of,	and	restora?on	of	
computers,	electronic	communica?ons	systems,	electronic	communica?ons	services,	wire	
communica?on,	and	electronic	communica?on,	including	informa?on	contained	therein,	to	
ensure	its	availability,	integrity,	authen?ca?on,	confiden?ality,	and	nonrepudia?on.	

	

5	Cyber	Security	is	an	Overarching	Term	that	Covers	Nearly	Everything	

What	

Where	

When	

Who	

Why	
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Cyber Security of What?

6	
Our	Focus	Today	is	the	Top	Level	(Business	or	Mission	Opera?ons)	

*	Opera?onal	Technology	–	computer	controlled	physical	processes	such	as	ICS	(i.e.	power,	water)	
logis?cs	(fuel	systems)	or	other	control	systems	(i.e.	building	automa?on,	security	alarms)	

		

Mission	/	Business	
Level	

(Management	/	Opera?onal	/		
Technical	Controls)	

Component	
Level	

(Technical	Controls)	

System	
Level	

(Technical	/	Opera?onal		
Controls)	

Tradi?onal		
Info	Technology	

Opera?onal	
Technology*	 Plagorms	

LEVEL	

TYPE	
What	

Where	

When	

Who	

Why	
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Cyber Security Through Different Analy6c Lenses

7	
The	physical	system	exists	to	enable	business	/	mission	func?on	

System 
Vulnerability 

 

  
 

Mission or 
Business  
Operations 

 
Threat 

To 
System and 
Business /  

Mission 

Vulnerability	Analysis	

Threat	Analysis	

Impact	Analysis	

Focus	for		
Today	

What	

Where	

When	

Who	

Why	
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Mission Assurance Versus CyberSecurity 

•  Assure	Opera?ons	

•  IAC	

•  Func?onal	(opera?ons)	

•  Info	(seman?c)-focused	

•  “Assure”	

•  Complex	Interac?ons	

•  Socio-Technical	

•  Strategy	

	

•  Protect Assets 

•  CIA 

•  Physical (Assets) 

•  Data-focused 

•  “Protect” 

•  Complicated Interactions 

•  Technical 

•  Tactics 
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1.  Target	Acquired	 2.  InformaNon	CommunicaNons	
Technology	transmits	data	

3.  Commander	at	distant	
center	observes	

4.  Mission	Commander	loses	
surveillance	and	aborts	

5.	SOF	team	aborts	mission	 6.	ATempt	to	determine	
cause	

Mission Failure Versus System Failure

9	
Ref: (Vautrinot, 2012)  

Could	Mission	Opera?on	Have	Been	Designed	Differently	to	Enable	More	Assurance?	

ATack	

Failure	

Weather	

Accident	
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Security Today
•  Find	the	most	important	components	and	protect	them	

•  Compliance	with	standards	and	best	prac?ce	believed	keep	our	systems	secure	from	loss	

•  Breaking	the	“Kill	Chain”	prevents	losses	

•  Surveys	or	ques?onnaires	to	uncover	what	is	most	important		

Reconnaissance Weaponization Delivery Exploitation Installation C2 Actions

Analysis Detection

Figure 3: Late phase detection

on these tools and infrastructure, defenders force an adversary to change every phase of their intrusion in
order to successfully achieve their goals in subsequent intrusions. In this way, network defenders use the
persistence of adversaries’ intrusions against them to achieve a level of resilience.

Equally as important as thorough analysis of successful compromises is synthesis of unsuccessful intrusions.
As defenders collect data on adversaries, they will push detection from the latter phases of the kill chain into
earlier ones. Detection and prevention at pre-compromise phases also necessitates a response. Defenders
must collect as much information on the mitigated intrusion as possible, so that they may synthesize what
might have happened should future intrusions circumvent the currently e↵ective protections and detections
(see Figure 4). For example, if a targeted malicious email is blocked due to re-use of a known indicator,
synthesis of the remaining kill chain might reveal a new exploit or backdoor contained therein. Without
this knowledge, future intrusions, delivered by di↵erent means, may go undetected. If defenders implement
countermeasures faster than their known adversaries evolve, they maintain a tactical advantage.

Reconnaissance Weaponization Delivery Exploitation Installation C2 Actions

Analysis Detection Synthesis

Figure 4: Earlier phase detection

3.5 Campaign Analysis

At a strategic level, analyzing multiple intrusion kill chains over time will identify commonalities and
overlapping indicators. Figure 5 illustrates how highly-dimensional correlation between two intrusions
through multiple kill chain phases can be identified. Through this process, defenders will recognize
and define intrusion campaigns, linking together perhaps years of activity from a particular persistent
threat. The most consistent indicators, the campaigns key indicators, provide centers of gravity for
defenders to prioritize development and use of courses of action. Figure 6 shows how intrusions may have
varying degrees of correlation, but the inflection points where indicators most frequently align identify
these key indicators. These less volatile indicators can be expected to remain consistent, predicting the
characteristics of future intrusions with greater confidence the more frequently they are observed. In
this way, an adversary’s persistence becomes a liability which the defender can leverage to strengthen its
posture.

The principle goal of campaign analysis is to determine the patterns and behaviors of the intruders,
their tactics, techniques, and procedures (TTP), to detect “how” they operate rather than specifically
“what” they do. The defender’s objective is less to positively attribute the identity of the intruders than
to evaluate their capabilities, doctrine, objectives and limitations; intruder attribution, however, may
well be a side product of this level of analysis. As defenders study new intrusion activity, they will
either link it to existing campaigns or perhaps identify a brand new set of behaviors of a theretofore
unknown threat and track it as a new campaign. Defenders can assess their relative defensive posture on
a campaign-by-campaign basis, and based on the assessed risk of each, develop strategic courses of action
to cover any gaps.

Another core objective of campaign analysis is to understand the intruders’ intent. To the extent
that defenders can determine technologies or individuals of interest, they can begin to understand the
adversarys mission objectives. This necessitates trending intrusions over time to evaluate targeting
patterns and closely examining any data exfiltrated by the intruders. Once again this analysis results

7

Do	we	believe	that	these	approaches	are	working?	

What	

Where	

When	

Who	

Why	
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We Are Performing Security Engineering 

•  Security	Engineering--“An	interdisciplinary	approach	and	means	to	enable	
the	realiza?on	of	secure	systems.	It	focuses	on	defining		customer	needs,	
security	protec?on	requirements,	and	required	func?onality	early	in	the	
systems	development	lifecycle,	documen?ng	requirements,	and	then	
proceeding	with	design,	synthesis,	and	system	valida?on	while	considering	
the	complete	problem”	(US	Federal	Gov’t)	

•  Systems	Security	Engineering—”a	specialty	discipline	of	systems	
engineering.	It	provides	considera?ons	for	the	security-oriented	ac?vi?es	
and	tasks	that	produce	security-oriented	outcomes	as	part	of	every	systems	
engineering	process	ac*vity	with	focus	given	to	the	appropriate	level	of	
fidelity	and	rigor	in	analyses	to	achieve	assurance	and	trustworthiness	
objec?ves.	“	(NIST	SP	800-160)	

11	
NIST	SP	800-160	“Systems	Security	Engineering”	is	Emerging	as	the	US	Gov’t	Standard		

What	

Where	

When	

Who	

Why	
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Martin Libicki on Network Security 
“Start with the problem of preventing effects arising from mis-instructed 
systems, often understood as “defending networks.” As noted earlier, 
such a task might otherwise be understood as an engineering task—how 
to prevent errant orders from making systems misbehave. One need look 
no further than Nancy Leveson’s Safeware to understand that the problem 
of keeping systems under control in the face of bad commands is a part of 
a more general problem of safety engineering, a close cousin of security 
engineering as Ross Anderson’s classic of the same name expounds.” 

WYOUNG@MIT.EDU		 ©	Copyright	William	Young,	Jr,	2017	Reference:“Cyberspace	is	not	a	WarfighNng	Domain”	



Whole		
System	

Subsystem	
1	

Subsystem	
2	

Component	

HW	 SW	 Human	

FuncNonal	
Purpose	

Abstract	FuncNon	

General	
FuncNon	

Physical		
FuncNon	

Physical		
Form	

Whole	-	Part	

Ends	-	Means	

Form	follows	func?on		

What	

Where	

When	

Who	

Why	

Where (Level) is Security Performed
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Whole		
System	

Subsystem	
1	

Subsystem	
2	

Component	

HW	 SW	 Human	

FuncNonal	
Purpose	

Abstract	FuncNon	

General	
FuncNon	

Physical		
FuncNon	

Physical		
Form	

Whole	-	Part	

Ends	-	Means	

Ignoring	the	problem	space	prevents	taking	advantage	of	improved	problem	defini?on			

Problem	Space	

What	

Where	

When	

Who	

Why	

Where (Level) is Security Performed
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Systems, Information Systems,  
Information Technology 

Mission Activity System 

Information System 

Information Technology 
Real-world computing 
and communications 
devices 

Abstraction depicting how the 
mission-essential control/
information requirements are 
satisfied 

Why - MISSION 

How - TASKS 

Tactics 

Strategy 

Cyber Security & Information (Data) Security Emphasis 

Abstraction representing real 
world purposeful action as a 
system 

REAL WORLD 
ABSTRACTIONS 

Tasks	---	data	and	signals;	Mission--informa?on	&	control		
Reference: Checkland, 1995; Checkland and Howell 1998  

Suggested Mission Assurance Emphasis 
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Just	Because	you	Can,	Doesn’t	Mean	you	Should…	
Just	Because	it	Works,	Doesn’t	Mean	it	Can	Be	Secured	

16	
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When to Address Security-- Pre-Architecture

17	

Concept Development Production Utilization Retirement 

Ef
fe

ct
iv

en
es

s 
&

 C
os

t t
o 

Fi
x 

Low 

High 

Problem Analysis Solution Development & Implementation 

Systems	Engineering	Lifecycle	

Focus	of	STPA-Sec		

Focus	of	tradiNonal	security	
efforts	

We	Must	Rigorously	Iden?fy	and	Frame	the	“Right”	Security	Problem		

What	

Where	

When	

Who	

Why	
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Current Security Analysis 
“When	you	ask	an	engineer	to	make	your	boat	go	faster,	you	get	the	trade-space.	

You	can	get	a	bigger	engine	but	give	up	some	space	in	the	bunk	next	to	the	engine	

room.	You	can	change	the	hull	shape,	but	that	will	affect	your	draw.	You	can	give	up	

some	weight,	but	that	will	affect	your	stability.	When	you	ask	an	engineer	to	make	

your	system	more	secure,	they	pull	out	a	pad	and	pencil	and	start	making	lists	of	

bolt-on	technology,	then	they	tell	you	how	much	it	is	going	to	cost.”	

	-	Prof	Barry	Horowitz,	UVA	

18	



Performed During Early Engineering Technical Processes

IEEE/IEC/ISO	15288	(System	
Engineering	Standards)	

•  Business	or	mission	analysis	
•  Stakeholder	needs	and	
requirements	

•  System	requirements	defini?on	

NIST	SP	800-160	(Emerging	Secure	
System	Engineering	Standards)	

•  Business	or	mission	analysis	process	
•  Stakeholder	needs	and	
requirements	defini?on	

•  System	requirements	defini?on	

19	

What	

Where	

When	

Who	

Why	
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Who Are We Focused On 

20	

Special Publication 800-160                                                                                                     Systems Security Engineering 
 A Multidisciplinary Approach in the Engineering of Trustworthy Secure Systems                                                                                                                                                       

________________________________________________________________________________________________ 
 

CHAPTER 2   PAGE 11 

This publication is available free of charge from
: https://doi.org/10.6028/N

IS
T.S

P
.800-160  

 

• Provides evidence to substantiate claims for the trustworthiness of the system; and 

• Leverages multiple security and other specialties to address all feasible solutions so as to 
deliver a trustworthy secure system. 

Systems security engineering leverages many security specialties and focus areas that contribute 
to systems security engineering activities and tasks. These security specialties and focus areas 
include, for example: computer security; communications security; transmission security; anti-
tamper protection; electronic emissions security; physical security; information, software, and 
hardware assurance; and technology specialties such as biometrics and cryptography. In addition, 
systems security engineering leverages contributions from other enabling engineering disciplines, 
specialties, and focus areas.14 Figure 1 illustrates the relationship among systems engineering, 
systems security engineering, and the contributing security and other specialty engineering and 
focus areas. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

FIGURE 1:  SYSTEMS ENGINEERING AND OTHER SPECIALITY ENGINEERING DISCIPLINES 

The systems security engineering discipline provides the security perspective to systems 
engineering processes, activities, tasks, products, and artifacts. These processes, activities, and 
tasks are conducted in consideration of all system elements; the processes employed to acquire 
system elements and to develop, deliver, and sustain the system; the behavior of the system in all 
modes of operation; and the various forms of disruption, hazard, and threat events and conditions 
that constitute risk with respect to the intentional or unintentional loss of assets and associated 
consequences. 

                                                 
14 Enabling engineering disciplines and specialties include, for example, human factors engineering (ergonomics), 
reliability, availability, maintainability (RAM) engineering, software engineering, and resilience engineering. 

 

Source:  Adapted from Bringing Systems Engineering and Security Together, INCOSE SSE Working Group, February 2014. 

SYSTEMS SECURITY 
ENGINEERING 

SYSTEMS 
ENGINEERING 

Other 
Specialty 

Security 
Specialty 

Security 
Specialty 

Other 
Specialty 

Security 
Specialty 

SYSTEMS SECURITY ENGINEERING 
- A specialty engineering discipline 

of systems engineering. 
- Applies scientific, mathematical, 

engineering, and measurement 
principles, concepts, and methods 
to coordinate, orchestrate, and 
direct the activities of various 
security engineering and other 
contributing engineering specialties. 

- Provides a fully integrated, system-
level perspective of system security. 

SECURITY AND OTHER SPECIALTIES 
- Performs and contributes to 

systems security engineering 
activities and tasks. 

- Contributions are seamlessly 
integrated through the systems 
security engineering activities and 
tasks. 

- Reflects the need and means to 
achieve a multidisciplinary, SE-
oriented approach to engineering 
trustworthy secure systems. 

 

Cross	Func?onal	Team	Required	to	Address	Cross	Func?onal	Challenge	

What	

Where	

When	

Who	

Why	
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By now we are all beginning to realize that one of 
the most intractable problems is that of defining 
problems (of knowing what distinguishes an 
observed condition from a desired condition) and of 
locating problems (finding where in the complex 
causal networks the trouble really lies). In turn, and 
equally intractable, is the problem of identifying the 
actions that might effectively narrow the gap 
between what-is and what-ought-to-be. ”Dilemmas 
in a General Theory of Planning.” Horst Rittel and 
Melvin Webber 

Cybersecurity is a Wicked Problem

Formula?ng	(Framing)	a	Wicked	Problem	is	the	Problem!		

What	

Where	

When	

Who	

Why	

21	

Security	
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Story of “Bob”

Just	Because	You	Know	What	You	Want	To	Build,	Doesn’t	Mean	You	Have	Defined	the	Problem	

22	
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SYSTEM THEORETIC PROCESS ANALYSIS FOR SECURITY 
(STPA-Sec)

23	
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STPA-Sec	

STPA-Sec Extends STPA

•  Define	system	purpose	and	goal	
•  Iden?fy	accidents	and	hazards	
•  Draw	the	control	structure	
•  Step	1:	Iden?fy	unsafe/unsecure	
control	ac?ons	

•  Step	2:	Iden?fy	causal	scenarios	
•  Wargame	

Controlled	
process	

Controller	

Feedback	Control	
Ac?ons	

STAMP	Model	

STPA	
Hazard	
Analysis	

24	
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STPA-Sec Process

25	

Define	and	frame	security	problem	
IdenNfy	losses/accidents	

IdenNfy	system	hazards/constraints	

Model	funcNonal	control	structure	
IdenNfy	unsafe/unsecure	control	acNons	

Trace	hazardous	control	acNons	using	informaNon	life	cycle	
IdenNfy	scenarios	leading	to	unsafe	control	acNons	

IdenNfy	scenarios	leading	to	unsecure	control	acNons	

Place	scenarios	on	D4	Chart	to	ID	more	criNcal	security	scenarios	

Wargame	security	scenarios	to	select	control	strategy	

Develop	new	requirements,	controls,	and	design	features	to		
					eliminate	or	miNgate	unsafe/unsecure	scenarios	

System	Engineering	Founda6ons	

Iden6fy	Types	of	Unsafe/Unsecure	Control		

Iden6fy	Causes	of	Unsafe/Unsecure	Control	and	Eliminate	or	Control	Them	

RED	=	STPA-Sec	Extension	on	STPA	
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Problem	Framework	
•  Goal	/	Purpose	
•  Unacceptable	Losses	

Func?onal	Framework	
•  Hazards	
•  Control	Structure	
•  Constraints	/	Control	Requirements	

Enterprise	Architecture	
•  Components	&	Connec?ons	
•  Disrup?on	Scenarios	(Adversary,	Accident,	Nature)	
•  Control	Set	

Ends	

Ways	

Means	

Intent	
(Requirements)	

Impact	
	(Risk)	

Analysis	/	Synthesis	

Analysis	/	Synthesis	

26	
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Defini6ons
•  Mission	(US	Military	Doctrine)	–	“The	task,	together	with	the	purpose,	that	clearly	indicates	
the	ac?on	to	be	taken	and	the	reason	therefore.”	

•  Business	/	Mission	Analysis	(INCOSE)	–	“defining	the	problem	domain,	iden?fying	major	
stakeholders,	iden?fying	environmental	condi?ons	and	constraints	that	bound	the	solu?on	
domain…and	developing	the	business	requirements	and	valida?on	criteria”	

•  Hazard	(US	Military	Doctrine)	--“A	condi?on	with	the	poten?al	to	cause	injury,	illness,	or	
death	of	personnel;	damage	to	or	loss	of	equipment	or	property;	or	mission	degrada?on.”		

•  Security	Control	(NIST)--	A	safeguard	or	countermeasure	prescribed	for	an	informa?on	
system	or	an	organiza?on	designed	to	protect	the	confiden?ality,	integrity,	and	availability	
of	its	informa?on	and	to	meet	a	set	of	defined	security	requirements.	

•  Mission	Ac?vity	System-	“A	no?onal	purposive	system	which	expresses	some	purposeful	
human	ac?vity	(a	mission)”	(Adapted	from	Checkland,	1984)	

	 27	
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Security Engineering Analysis

• Determining	life	cycle	security	concepts		
• Defining	security	objec?ves		
• Defining	security	requirements		
• Determining	measures	of	success		

28	

Security	Analysis	Provides	a	Rigorous	Manner	to	Iden?fy	What	to	Protect	and	How	to	Protect	it	

“Many	systems	fail	because	their	designers	protect	the	
wrong	things,	or	protect	the	right	things	in	the	wrong	
way”	–	Ross	Anderson	“Security	Engineering”	
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STPA-Sec For Security 
Engineering Analysis 


Chemical	Reactor	Example	Based	on	John	Thomas	Example	Used	in	Earlier	STPA	

Tutorial.		Example	is	Used	With	Dr	Thomas’	Permission.			

29	
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STPA-Sec Process

30	

Define	&	Frame	
Problem	

Iden?fy	
Unacceptable	Losses	

Iden?fy	System	
Hazards/Constraints	

Create	Func?onal	
Control	Structure	

Iden?fy	Hazardous	
Control	Ac?ons	

Generate	Causal	
Scenarios	

Mi?ga?ons	and	
Controls	

•  Use	STPA-Sec	to	perform	the	security	engineering	analysis	to	inform	the	

security	engineering	process	

•  Use	results	to	inform	early	system	engineering	trades	

•  Set	the	founda?on	to	understand,	inform	and	document	security	

requirements		
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Chemical Reactor Design

•  Toxic	catalyst	flows	into	reactor	

•  Chemical	reac?on	creates	heat,	pressure	

•  Water	and	condenser	provide	cooling	

31	

REACTOR

COMPUTER

CATALYST

PLANT 
STATUS

CONDENSER

COOLING
WATER

VENT

VAPOR

REFLUX
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Define & Frame Security Problem
•  Define	the	system	purpose	and	goal:	

“A	system	to	do	{What	=	Purpose}	by	means	of	{How	=	Method}	in	order	to	
contribute	to	{Why	=	Goals}”	

32	

Define	&	Frame	
Problem	

Iden?fy	
Unacceptable	Losses	

Iden?fy	System	
Hazards/Constraints	

Create	Func?onal	
Control	Structure	

Iden?fy	Hazardous	
Control	Ac?ons	

Generate	Causal	
Scenarios	

Mi?ga?ons	and	
Controls	

REACTOR	DESIGN	SYSTEM	

Management	
Control		
System	

Designed	Physical		
System	

CONTROLLER 

PROCESS 

outputs	inputs	

REACTOR

COMPUTER

CATALYST

PLANT 
STATUS

CONDENSER

COOLING
WATER

VENT

VAPOR

REFLUX
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Chemical Reactor - Problem

•  Toxic	catalyst	flows	into	reactor	
•  Chemical	reac?on	creates	heat,	pressure	

•  Water	and	condenser	provide	cooling	

33	

What		does	the	system	do?	How	does	it	accomplish	it?	Why	does	the	system	exist?	

Define	&	Frame	
Problem	

Iden?fy	
Unacceptable	Losses	

Iden?fy	System	
Hazards/Constraints	

Create	Func?onal	
Control	Structure	

Iden?fy	Hazardous	
Control	Ac?ons	

Generate	Causal	
Scenarios	

Mi?ga?ons	and	
Controls	

REACTOR

COMPUTER

CATALYST

PLANT 
STATUS

CONDENSER

COOLING
WATER

VENT

VAPOR

REFLUX
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Chemical Reactor - Problem

•  Verbs	in	the	descrip?on	point	to	the	key	
processes	that	must	be	controlled			

•  Flow	
•  Heat	
•  Condensing	

34	

What		does	the	system	do?	How	does	it	accomplish	it?	Why	does	the	system	exist?	

Define	&	Frame	
Problem	

Iden?fy	
Unacceptable	Losses	

Iden?fy	System	
Hazards/Constraints	

Create	Func?onal	
Control	Structure	

Iden?fy	Hazardous	
Control	Ac?ons	

Generate	Causal	
Scenarios	

Mi?ga?ons	and	
Controls	
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Chemical Reactor - Problem
A	system	to	contain	and	process	chemicals		

by	means	of		transferring,	mixing,	and	cooling	
chemicals		

in	order	contribute	to	produc?on	of	chemicals	
sold	by	the	company.	
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Define	&	Frame	
Problem	

Iden?fy	
Unacceptable	Losses	

Iden?fy	System	
Hazards/Constraints	

Create	Func?onal	
Control	Structure	

Iden?fy	Hazardous	
Control	Ac?ons	

Generate	Causal	
Scenarios	

Mi?ga?ons	and	
Controls	
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Chemical Reactor - Problem

36	

A	system	to	contain	and	process	chemicals		
by	means	of		transferring,	mixing,	and	cooling	

chemicals		
in	order	contribute	to	produc?on	of	chemicals	

sold	by	the	company.	

Define	&	Frame	
Problem	

Iden?fy	
Unacceptable	Losses	

Iden?fy	System	
Hazards/Constraints	

Create	Func?onal	
Control	Structure	

Iden?fy	Hazardous	
Control	Ac?ons	

Generate	Causal	
Scenarios	

Mi?ga?ons	and	
Controls	

The	Mission	Ac?vity	System	Descrip?on	is	Abstract	&	Func?onal,	NOT	physical	

Abstract	Func?onal		 Physical	(Architecture)		

REACTOR

COMPUTER

CATALYST

PLANT 
STATUS

CONDENSER

COOLING
WATER

VENT

VAPOR

REFLUX
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Chemical Reactor - Problem

A	system	to	contain	and	process	chemicals		
by	means	of		transferring,	mixing,	and	cooling	

chemicals		
in	order	contribute	to	produc?on	of	chemicals	sold	

by	the	company.	
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Define	&	Frame	
Problem	

Iden?fy	
Unacceptable	Losses	

Iden?fy	System	
Hazards/Constraints	

Create	Func?onal	
Control	Structure	

Iden?fy	Hazardous	
Control	Ac?ons	

Generate	Causal	
Scenarios	

Mi?ga?ons	and	
Controls	

REACTOR

COMPUTER

CATALYST

PLANT 
STATUS

CONDENSER

COOLING
WATER

VENT

VAPOR

REFLUX
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Chemical Reactor - Losses

38	

Define	&	Frame	
Problem	

Iden?fy	
Unacceptable	Losses	

Iden?fy	System	
Hazards/Constraints	

Create	Func?onal	
Control	Structure	

Iden?fy	Hazardous	
Control	Ac?ons	

Generate	Causal	
Scenarios	

Mi?ga?ons	and	
Controls	

•  Unacceptable	Losses	(From	Earlier	Today)	

•  L-1:	People	die	or	become	injured	
•  L-2:	ProducNon	loss	

Are	there	other	unacceptable	losses?	

REACTOR

COMPUTER

CATALYST

PLANT 
STATUS

CONDENSER

COOLING
WATER

VENT

VAPOR

REFLUX
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Chemical Reactor - Losses
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Define	&	Frame	
Problem	

Iden?fy	
Unacceptable	Losses	

Iden?fy	System	
Hazards/Constraints	

Create	Func?onal	
Control	Structure	

Iden?fy	Hazardous	
Control	Ac?ons	

Generate	Causal	
Scenarios	

Mi?ga?ons	and	
Controls	

•  Unacceptable	Losses	(From	Earlier	Today)	

•  L-1:	People	die	or	become	injured	
•  L-2:	ProducNon	loss	

Are	there	unacceptable	losses	related	to	security?	

REACTOR

COMPUTER

CATALYST

PLANT 
STATUS

CONDENSER

COOLING
WATER

VENT

VAPOR

REFLUX
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Chemical Reactor - Hazards
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Define	&	Frame	
Problem	

Iden?fy	
Unacceptable	Losses	

Iden?fy	System	
Hazards/Constraints	

Create	Func?onal	
Control	Structure	

Iden?fy	Hazardous	
Control	Ac?ons	

Generate	Causal	
Scenarios	

Mi?ga?ons	and	
Controls	

Hazard	 Descrip?on	 Worst	Case	
Environment	

Associated	
Losses	

H1:	Plant	
releases	
toxic	
chemicals	

H2:	Plant	is	
unable	to	
produce	
chemical		

What	system	state	or	set	of	condi?ons	together	with	a	set	of	worst-
case	environmental	condi?ons	will	lead	to	a	loss?		

REACTOR

COMPUTER

CATALYST

PLANT 
STATUS

CONDENSER

COOLING
WATER

VENT

VAPOR

REFLUX
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Chemical Reactor - Hazards

41	

Define	&	Frame	
Problem	

Iden?fy	
Unacceptable	Losses	

Iden?fy	System	
Hazards/Constraints	

Create	Func?onal	
Control	Structure	

Iden?fy	Hazardous	
Control	Ac?ons	

Generate	Causal	
Scenarios	

Mi?ga?ons	and	
Controls	

Hazard	 L1:People	
die	or	
become	
injured	

L2:	
ProducNon	
loss	
	

H1:	Plant	
releases	
toxic	
chemicals	

H2:	Plant	is	
unable	to	
produce	
chemical		

Hazards	cross	check	

REACTOR

COMPUTER

CATALYST

PLANT 
STATUS

CONDENSER

COOLING
WATER

VENT

VAPOR

REFLUX
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Chemical Reactor - Hazards

42	

Hazard	 Safety	Constraint	

H1:	Chemicals	inadvertently	
released	

C1:	

H2:	??	

What	system	state	or	set	of	condi?ons	together	with	a	set	of	worst-
case	environmental	condi?ons	will	lead	to	a	loss?		

Define	&	Frame	
Problem	

Iden?fy	
Unacceptable	Losses	

Iden?fy	System	
Hazards/Constraints	

Create	Func?onal	
Control	Structure	

Iden?fy	Hazardous	
Control	Ac?ons	

Generate	Causal	
Scenarios	

Mi?ga?ons	and	
Controls	

REACTOR

COMPUTER

CATALYST

PLANT 
STATUS

CONDENSER

COOLING
WATER

VENT

VAPOR

REFLUX
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Chemical Reactor - Hazards

43	

Hazard	 Safety	Constraint	

H1:	Chemicals	in	air	or	
ground	ajer	release	from	
plant	

Chemicals	must	never	be	
released	inadvertently	from	
plant	

H2:	??	

What	are	the	system	constraints?	

Define	&	Frame	
Problem	

Iden?fy	
Unacceptable	Losses	

Iden?fy	System	
Hazards/Constraints	

Create	Func?onal	
Control	Structure	

Iden?fy	Hazardous	
Control	Ac?ons	

Generate	Causal	
Scenarios	

Mi?ga?ons	and	
Controls	

REACTOR

COMPUTER

CATALYST

PLANT 
STATUS

CONDENSER

COOLING
WATER

VENT

VAPOR

REFLUX
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Chemical Reactor – Control Structure
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Define	&	Frame	
Problem	

Iden?fy	
Unacceptable	Losses	

Iden?fy	System	
Hazards/Constraints	

Create	Func?onal	
Control	Structure	

Iden?fy	Hazardous	
Control	Ac?ons	

Generate	Causal	
Scenarios	

Mi?ga?ons	and	
Controls	

•  What	Processes	Must	Be	Controlled	in	Order	to	
Accomplish	Business	or	Mission	Objec?ve	

•  Transfer	and	mixing	catalyst	
•  Cooling	reflux	

•  Use	Insights	to	understand	Controller	
requirements	

REACTOR

COMPUTER

CATALYST

PLANT 
STATUS

CONDENSER

COOLING
WATER

VENT

VAPOR

REFLUX

A	system	to	contain	and	process	chemicals		
by	means	of		transferring,	mixing,	and	cooling	

chemicals		
in	order	contribute	to	produc?on	of	chemicals	

sold	by	the	company.	
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Chemical Reactor – Control Structure

Need	Func?onal	
Equivalent	

45	

Define	&	Frame	
Problem	

Iden?fy	
Unacceptable	Losses	

Iden?fy	System	
Hazards/Constraints	

Create	Func?onal	
Control	Structure	

Iden?fy	Hazardous	
Control	Ac?ons	

Generate	Causal	
Scenarios	

Mi?ga?ons	and	
Controls	

REACTOR

COMPUTER

CATALYST

PLANT 
STATUS

CONDENSER

COOLING
WATER

VENT

VAPOR

REFLUX
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Func6onal Control Structure

1.   Iden?fy	Model	Elements	
2.   Iden?fy	each	Model	Element’s	responsibili?es	in	carrying	out	each	of	the	key	

ac?vi?es	necessary	conduct	the	mission		
3.   Iden?fy	Control	Rela*onships		

4.   Iden?fy	the	Control	Ac*ons	necessary	for	each	element	to	execute	their	
responsibili?es		

5.   Develop	Process	Model	Descrip*on		

6.   Iden?fy	Process	Model	Variables		
7.   Iden?fy	Process	Model	Variable	Values		

8.   Iden?fy	Feedback	providing	PMV	Values		

9.   Check	Func?onal	Control	Structure	Model	for	completeness		
	

46	

Define	&	Frame	
Problem	

Iden?fy	
Unacceptable	Losses	

Iden?fy	System	
Hazards/Constraints	

Create	Func?onal	
Control	Structure	

Iden?fy	Hazardous	
Control	Ac?ons	

Generate	Causal	
Scenarios	

Mi?ga?ons	and	
Controls	
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Chemical Reactor – Control Structure
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Define	&	Frame	
Problem	

Iden?fy	
Unacceptable	Losses	

Iden?fy	System	
Hazards/Constraints	

Create	Func?onal	
Control	Structure	

Iden?fy	Hazardous	
Control	Ac?ons	

Generate	Causal	
Scenarios	

Mi?ga?ons	and	
Controls	

?	

?	

?	

REACTOR

COMPUTER

CATALYST

PLANT 
STATUS

CONDENSER

COOLING
WATER

VENT

VAPOR

REFLUX

A	system	to	contain	and	process	chemicals		

by	means	of		transferring,	mixing,	and	cooling	chemicals		

in	order	contribute	to	produc?on	of	chemicals	sold	by	the	
company.	
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Chemical Reactor – Control Structure

High-Level	
Func?onal	
Ac?vity	 Model	Elements	 Descrip?on	
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Define	&	Frame	
Problem	

Iden?fy	
Unacceptable	Losses	

Iden?fy	System	
Hazards/Constraints	

Create	Func?onal	
Control	Structure	

Iden?fy	Hazardous	
Control	Ac?ons	

Generate	Causal	
Scenarios	

Mi?ga?ons	and	
Controls	

REACTOR

COMPUTER

CATALYST

PLANT 
STATUS

CONDENSER

COOLING
WATER

VENT

VAPOR

REFLUX

A	system	to	contain	and	process	chemicals		
by	means	of		transferring,	mixing,	and	cooling	

chemicals		
in	order	contribute	to	produc?on	of	chemicals	

sold	by	the	company.	
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Chemical Reactor – Control Structure

High-Level	
Func?onal	
Ac?vity	 Model	Elements	 Descrip?on	

Transfer	 Operator,	
Computer,	Valves	

Mix	 Operator,	
Computer,	Valves,	

Reactor	

Cool	 Operator,	
Computer,	Valves,	

Condenser	
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Define	&	Frame	
Problem	

Iden?fy	
Unacceptable	Losses	

Iden?fy	System	
Hazards/Constraints	

Create	Func?onal	
Control	Structure	

Iden?fy	Hazardous	
Control	Ac?ons	

Generate	Causal	
Scenarios	

Mi?ga?ons	and	
Controls	

REACTOR

COMPUTER

CATALYST

PLANT 
STATUS

CONDENSER

COOLING
WATER

VENT

VAPOR

REFLUX
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Chemical Reactor – Control Structure
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Define	&	Frame	
Problem	

Iden?fy	
Unacceptable	Losses	

Iden?fy	System	
Hazards/Constraints	

Create	Func?onal	
Control	Structure	

Iden?fy	Hazardous	
Control	Ac?ons	

Generate	Causal	
Scenarios	

Mi?ga?ons	and	
Controls	

REACTOR

COMPUTER

CATALYST

PLANT 
STATUS

CONDENSER

COOLING
WATER

VENT

VAPOR

REFLUX

Key	Ac?vity:	Transfer 
Element Responsibility	Descrip?on 
	Operator •  IniNate	process	

•  Monitor	progress	
•  Manually	Intervene	

	Computer •  Control	valves		
•  Report	status	

	Valves •  Open/close	on	command	
•  Fail	open?	/	Fail	closed?	
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Chemical Reactor – Control Structure
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Define	&	Frame	
Problem	

Iden?fy	
Unacceptable	Losses	

Iden?fy	System	
Hazards/Constraints	

Create	Func?onal	
Control	Structure	

Iden?fy	Hazardous	
Control	Ac?ons	

Generate	Causal	
Scenarios	

Mi?ga?ons	and	
Controls	

REACTOR

COMPUTER

CATALYST

PLANT 
STATUS

CONDENSER

COOLING
WATER

VENT

VAPOR

REFLUX

Valves	

Computer	

Operator	

Open/close	water	valve	
Open/close	catalyst	valve	

Start	Process	
Stop	Process	

Plant	status	

Status	info	
Plant	state	alarm	

Physical	
Plant	
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REACTOR

COMPUTER

CATALYST

PLANT 
STATUS

CONDENSER

COOLING
WATER

VENT

VAPOR

REFLUX

Chemical Reactor – Control Structure

52	

What	are	the	unacceptable	losses	?	

Valves	

Computer	

Operator	

Open/close	water	valve	
Open/close	catalyst	valve	

Start	Process	
Stop	Process	

Plant	status	

Status	info	
Plant	state	alarm	

Physical	
Plant	

Define	&	Frame	
Problem	

Iden?fy	
Unacceptable	Losses	

Iden?fy	System	
Hazards/Constraints	

Create	Func?onal	
Control	Structure	

Iden?fy	Hazardous	
Control	Ac?ons	

Generate	Causal	
Scenarios	

Mi?ga?ons	and	
Controls	
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Valves	

Computer	

Operator	

Open/close	water	valve	
Open/close	catalyst	valve	

Start	Process	
Stop	Process	

Plant	status	

Status	info	
Plant	state	alarm	

Physical	
Plant	

Chemical Reactor – HCAs (Unsafe / Unsecure)
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Define	&	Frame	
Problem	

Iden?fy	
Unacceptable	Losses	

Iden?fy	System	
Hazards/Constraints	

Create	Func?onal	
Control	Structure	

Iden?fy	Hazardous	
Control	Ac?ons	

Generate	Causal	
Scenarios	

Mi?ga?ons	and	
Controls	

What	are	the	unacceptable	losses	?	

HCA	-	Hazardous	Control	AcNon	
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54	

Chemical Reactor – HCAs (Unsafe / Unsecure)
HCA	-	Hazardous	Control	AcNon	

Control	Ac?on	 Not	providing	causes	
hazard	

Providing	causes	
hazard	

Incorrect	Timing	or	
Order	

Stopped	too	soon	or	
applied	too	long	

CA1:	Start	Process	

CA2:	Open	Water	Valve	
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Chemical Reactor: 
Hazardous Control Ac6ons (HCA)

©	Copyright	John	Thomas	2017	
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Control	Ac?on	 Not	providing	causes	
hazard	

Providing	causes	
hazard	

Incorrect	Timing	or	
Order	

Stopped	too	soon	or	
applied	too	long	

CA1:	Start	Process	 Operator	provides	
command	when	
condenser	water	valve	
not	func?oning	

Operator	manually	
overrides	valves	and	
computer	misses	signal	

CA2:	Open	Water	Valve	 Computer	does	not	
provide	open	water	valve	
cmd	when	catalyst	open	

Computer	provides	open	
water	valve	cmd	more	
than	X	seconds	aYer	open	
catalyst	

Computer	stops	providing	
open	water	valve	cmd	too	
soon	when	catalyst	open	

CA3:	Close	Water	Valve	 Computer	provides	close	
water	valve	cmd	while	
catalyst	open	

Computer	provides	close	
water	valve	cmd	before	
catalyst	closes	

CA4:	Open	Catalyst	Valve	 Computer	provides	open	
catalyst	valve	cmd	when	
water	valve	not	open	

Computer	provides	open	
catalyst	valve	cmd	more	
than	X	seconds	before	
open	water	

CA5:	Close	Catalyst	Valve	 Computer	does	not	
provide	close	catalyst	
valve	cmd	when	water	
closed	

Computer	provides	close	
catalyst	valve	cmd	more	
than	X	seconds	aYer	close	
water	

Computer	stops	providing	
close	catalyst	valve	cmd	
too	soon	when	water	
closed	

Adapted	from	Dr	Thomas’	STPA	Tutorial	



Inadequate Control 
Algorithm 

(Flaws in creation, process 
changes, incorrect 

modification or adaptation) 

Controller 

Process	Model	
(inconsistent,	
incomplete,	or	
incorrect)	

Control input or external 
information wrong or 
missing or malformed 

Actuator 
Inadequate	
operaNon	

Inappropriate, ineffective, 
malformed, or missing 
control action 

Sensor 
Inadequate	
operaNon	

Inadequate, 
malformed or 
missing feedback 
 
Feedback Delays 

Component	failures	
	

Changes	over	Nme	

Controlled Process 

Unidentified or 
out-of-range 
disturbance 

Controller 

Process input missing or wrong  

Incorrect, partial or no 
information provided 
 
Measurement 
inaccuracies 
 
Feedback delays 

Process output 
contributes to 
system hazard 

Delayed, 
partial, or 

malformed 
operation 

Conflicting control actions 

Missing or wrong or unauthorized 
communication with another 
controller 

Sensor 
Actuator 

Controller 

Controller (?) 

Controller 
(?) 

Sensor 
Actuator 
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UCA:	Computer	opens	
catalyst	valve	when	
water	valve	not	open	

57	

Inadequate Control 
Algorithm 

(Flaws in creation, process 
changes, incorrect 

modification or adaptation) 

Controller 

Process	Model	
(inconsistent,	
incomplete,	or	
incorrect)	

Control input or external 
information wrong or 
missing or malformed 

Actuator 
Inadequate	
operaNon	

Inappropriate, ineffective, 
malformed, or missing 
control action 

Sensor 
Inadequate	
operaNon	

Inadequate, 
malformed or 
missing feedback 
 
Feedback Delays 

Component	failures	
	

Changes	over	Nme	

Controlled Process 

Unidentified or 
out-of-range 
disturbance 

Controller 

Process input missing or wrong  

Incorrect, partial or no 
information provided 
 
Measurement 
inaccuracies 
 
Feedback delays 

Process output 
contributes to 
system hazard 

Delayed, 
partial, or 

malformed 
operation 

Conflicting control actions 

Missing or wrong or unauthorized 
communication with another 
controller 

Sensor 
Actuator 

Controller 

Controller (?) 

Controller 
(?) 

Sensor 
Actuator 

Step	2:	Poten?al	causes	of	UCAs	
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Computer	opens	water	
valve	

58	

Inadequate Control 
Algorithm 

(Flaws in creation, process 
changes, incorrect 

modification or adaptation) 

Controller 

Process	Model	
(inconsistent,	
incomplete,	or	
incorrect)	

Control input or external 
information wrong or 
missing or malformed 

Actuator 
Inadequate	
operaNon	

Inappropriate, ineffective, 
malformed, or missing 
control action 

Sensor 
Inadequate	
operaNon	

Inadequate, 
malformed or 
missing feedback 
 
Feedback Delays 

Component	failures	
	

Changes	over	Nme	

Controlled Process 

Unidentified or 
out-of-range 
disturbance 

Controller 

Process input missing or wrong  

Incorrect, partial or no 
information provided 
 
Measurement 
inaccuracies 
 
Feedback delays 

Process output 
contributes to 
system hazard 

Delayed, 
partial, or 

malformed 
operation 

Conflicting control actions 

Missing or wrong or unauthorized 
communication with another 
controller 

Sensor 
Actuator 

Controller 

Controller (?) 

Controller 
(?) 

Sensor 
Actuator 

Step	2:	Poten?al	control	ac?ons	not	followed	
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Scenario

59	

UCA:	Computer	does	not	provide	close	catalyst	valve	cmd	when	water	closed	
	 

Scenario Associated	Causal	Factors RaNonale/Notes 
Water	valve	status	signal	is	
incorrectly	processed	by	
computer. 

• Malformed	signal	from	valve	
• ParNal	signal	from	valve	
• Missing	signal	from	valve	
• Inconsistent	process	model 

Malicious	logic	on	water	
valve	system	reports	false/
delayed/malformed	
informaNon.	
		
Malicious	logic	on	
computer	modifies	process	
model	variable	to	indicate	
that	water	valve	is	open. 

Adapted	from	Dr	Thomas’	STPA	Tutorial	



Causal Scenarios
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UCA:	Computer	provides	open	water	valve	cmd	more	than	X	seconds	aYer	open	catalyst 

Scenario Associated	Causal	Factors RaNonale/Notes 

Code	on	the	computer	
processes	asynchronously.	
Assump?ons	about	the	latency	
of	commands	violated	causing	a	
delayed	send	to	water	valve. 

• Inadequate	control	algorithm	
• Delayed	parNal	operaNon	
	 

Test	and	operaNonal	
environment	were	low	latency	
and	Nming	errors	were	not	
tested.	Malicious	logic	on	
computer	or	other	system	
causes	delay	in	the	sending	or	
receiving	of	command. 

Adapted	from	Dr	Thomas’	STPA	Tutorial	



Causal Scenarios
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UCA:	Operator	provides	command	when	condenser	water	valve	not	func?oning 

Scenario Associated	Causal	Factors RaNonale/Notes 

Operator	believes	that	
systems	are	fully	
func?oning,	and	commands	
the	start	of	the	reac?on	
process.	 

• Inadequate	feedback	from	
computer	on	water	valve	
status	
• Malformed	sensor	data	
incorrectly	indicates	green	
• ParNal	data	coming	from	
sensor	causes	computer	to	
indicate	wrong	state	
• Missing	status	feedback	from	
valve 

Unaccounted	for	error	
state	in	sojware	used	by	
malicious	logic	in	valve	
and/or	computer. 

Adapted	from	Dr	Thomas’	STPA	Tutorial	



Wargaming

•  Evaluate	effects	of	
ATack	on	Constraint		

•  Assess	cost	of	
constraint	approach,	
cost	of	aTack,	
complexity	of	aTack	

•  	Red	Select	General	
ATack	Class	to	Violate	
Constraint	

•  Blue	Constraint	
Enforcement	Strategy	

Blue	
Move	

Red	
Move	

Assess	
Effects	

Assess	
Costs	

62	

Blue	focus	on	Enforcing	Constraint,	Red	focus	on	viola?ng	constraint…	
Goal	is	to	“Fix”	Problem	Through	Elimina?on	or	Mi?ga?on	Above	Component	Level	

WYOUNG@MIT.EDU		 ©	Copyright	William	Young,	Jr,	2017	



Lessons Learned Applying STPA-Sec 
•  Often heard comments: 

•  “You’re starting at a much higher level of abstraction…” 
•  “We try to do something like that, but STPA-Sec is much more rigorous…” 
•  “This requires a great deal of thought…from more than just security 

experts” 

•  Difficult or impossible to implement if system owner is unable cannot specify 
what system is supposed to do 

•  Initial expert guess on what is most important to assure tends to be too broad 
to be actionable 

•  E.g. “Power grid”  

STPA-Sec	is	NOT	a	silver	bullet,	but	appears	to	enable	increased	rigor	“LeY	of	Design”	
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Recent Self-Reported Assessment Results
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4	

14	

4	

2	

Before	Training	:	Ability	to	Develop	
Mi?ga?on	Strategy	

Somewhat	Capable	

Capable	

Very	Capable	

Absolutely	Capable	

1	

10	

13	

1	

AYer	Training	:	Ability	to	Develop	
Mi?ga?on	Strategy	

Somewhat	Capable	

Capable	

Very	Capable	

Absolutely	Capable	
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Safety and Security

• Goal	is	loss	preven?on	and	risk	management	

• Source	is	probably	irrelevant	and	may	be	unknowable	

• Method	is	the	development	and	engineering	of	controls	

• Focus	on	what	we	have	the	ability	to	address,	not	the	
environment	

•  STPA/STPA-Sec	provide	opportunity	for	a	unified	and	integrated	
effort	through	shared	control	structure!	
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Conclusion

• Must	think	carefully	about	defining	the	security	problem	

• Perfectly	solving	the	wrong	security	problem	doesn’t	really	help	

•  STPA-Sec	provides	a	means	to	clearly	link	security	to	the	broader	
mission	or	business	objec?ves	

•  STPA-Sec	does	not	replace	exis?ng	security	engineering	methods,	but	
enhances	their	effec?veness	
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Concluding Thoughts from Sun Tzu

The	opportunity	to	secure	ourselves	against	defeat	lies	
in	our	own	hands.	

	

The	supreme	art	of	war	is	to	subdue	the	enemy	without	
figh6ng.	

	

Strategy	without	tac6cs	is	the	slowest	route	to	victory.	
Tac6cs	without	strategy	is	the	noise	before	defeat.	
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QUESTIONS ??



My Contact Informa6on

WYOUNG@MIT.EDU	
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Special Thanks 

Dr	John	Thomas	for	providing	the	baseline	reactor	
problem	framework	and	ini?al	STPA	analysis	


